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Abstract: This paper delves into a study employing dry electroencephalograms (EEG) as input features to discern emotions 
in individuals with autism spectrum disorders (ASD). While EEG is a prevalent tool in emotion classification studies for 
typically developing individuals, less attention has been directed towards its application in the ASD population. In this study, 
ten participants diagnosed with ASD wore wireless dry EEG sensors to capture their EEG signals. These signals encompassed 
alpha, beta, delta, theta, and gamma waves, which were subsequently subjected to feature extraction techniques such as the t-
test, principal component analysis (PCA), ReliefF, and Chi-Square. Classification of positive, neutral, and negative emotions 
was performed using various algorithms, including K-nearest neighbor (KNN), Multinomial Logistic Regression (MLR), 
Naive Bayes (NB), Random Tree (RT), Random Forest (RF), and Support Vector Machine (SVM). Ultimately, employing 
SVM with a t-test enhanced the accuracy of emotion classification for the ASD group from 66.4% to 74.1%.  
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1. INTRODUCTION 
A neurodevelopmental condition known as autism 
spectrum disorder (ASD) is characterized by restricted or 
repetitive behaviors, persistent speech problems, and 
decreased social interaction [1]. Asperger syndrome, 
pervasive developmental disorder, childhood 
disintegrative disorder, and autistic disorder are the 
subcategories of ASD [2].  

Repetitive behaviors, a limited range of interests, 
communication difficulties, and social interaction deficits 
such as reduced facial expression, body movements, and 
eye contact are the three main characteristics of autism 
spectrum disorder [3]. Additionally, although autistic 
children prefer to express their emotions in ways 
comparable to typically developing children, they 
frequently struggle in school to express their feelings and 
are misinterpreted by their peers.  

Additionally, some research suggests that autistic 
children struggle to memorize gaze, face, and facial 
movements and cannot imitate body movements or 
behaviors [4, 5]. Social interaction and emotional 
processing are closely related [6], and social difficulties 
could arise in ASD if the emotional recognition system is 
changed [7]. Most autistic kids have trouble integrating 
their emotional and sensory sensitivity [8]. A 
neurofeedback or psychologist doctor can quickly identify 
inaccurate judgments if the brain is in a particular 
performance condition by obtaining a description of 

symptoms and completing the initial interview forms. 
They were developing a therapy that addresses emotional 
sickness's underlying and differential processes to broaden 
its appeal. A more extensive range of symptom 
presentations and diagnostic criteria may be compatible 
with emotion-centered therapy. A stronger emotional 
emphasis may make it easier for the therapy to be 
generalized or translated, increasing the treatment's 
effectiveness by better mirroring the presentations of 
concomitant disorders [9].  

Face expression recognition [10], electrodermal activity 
[11], speech recognition [12], electroencephalogram 
[EEG], and multi-model emotion recognition systems [13, 
14] are some of the existing methods for identifying human 
emotion. Since a dry EEG sensor is unaffected by ambient 
factors, including temperature, illumination, body posture, 
and noise, it is employed in this study to collect brainwaves 
from both the autistic group. Thus, ASD therapists can 
obtain the best therapy performance using 
Electroencephalogram (EEG) biofeedback. 

For the best therapeutic results, ASD therapists might 
use electroencephalogram (EEG) biofeedback. The 
psychophysiological characteristics of autistic people can 
be effectively treated with electroencephalogram (EEG) 
neurofeedback [15], and these non-invasive, successful 
therapies make ASD treatment very desirable [16]. All of 
our ideas originate from our emotions and behaviors, 
which also serve as the foundation for neural 
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communication in the brain. Coordinated electrical 
impulses between multiple connected neurons produce 
brain waves.  

Due to its high accuracy, electroencephalography 
(EEG) is one of the most popular techniques for 
categorizing emotions. However, the setup procedure is 
time-consuming and noise-sensitive. There are 21 
recording electrodes, each requiring skin-to-skin contact 
with the head to ensure low-noise features. [17]. According 
to a previous study, strong valence was linked to high 
frontal alpha or right parietal beta power [18]. Positive 
emotion shows significant frontal left activity, while 
negative emotion indicates high frontal proper activation 
[19].  

The effectiveness and enormous diagnostic potential of 
computer analysis of non-invasive recording features for 
autistic patients, such as magnetoencephalography, have 
increased [20]. The utilization of feedback from patients' 
unique bioelectrical features in structuring treatment 
interventions to achieve extreme personalization is a 
characteristic of these technologies [21]. Brainwave 
frequencies are banded to distinguish between slow, 
moderate, and fast waves and were measured in Hertz 
(cycles per second). There are five EEG bands: beta (12–
30 Hz), alpha (8–12 Hz), theta (4–8 Hz), and gamma (30–
42 Hz), but the definitions of these bands vary depending 
on the research. These frequencies represent the various 
states and functions of the brain. The cortical topography, 
processes, and physiology differ depending on the state 
[22].  

Using a clinical EEG sensor, emotions can identified 
with great accuracy. However, because of its lengthy setup 
procedure and noise sensitivity, it is best used in clinical 
situations. Fast response time is another benefit of clinical 
EEG-based emotion categorization and good classification 
accuracy. Additionally, it enables the collection of 
information on individuals with impairments such as facial 
paralysis or a lack of facial expression of emotion [19].  

Clinical EEG has certain drawbacks, including slower 
setup times than other emotion identification techniques. 
The resistance needs to be less than 5 k ohm for the clinical 
EEG, so conductive fluid is required between the person 
and the wet EEG. The amplitude of the EEG signal 
increases with decreasing electrode impedance [23]. The 
size of the clinical EEG limits where the data can be 
collected or tested (lab). Since the clinical EEG needs to 
wrap around the patient's head, it will make autistic 
patients more anxious. As a result, more people favor 
wireless EEG monitoring devices over clinical EEG 
monitoring devices [24].  

Since the clinical EEG sensor must be wrapped around 
the patient's skull, this will make autistic patients more 
anxious. Most autistic patients prefer wireless and compact 
EEG monitoring devices over clinical EEG sensors despite 
the clinical EEG sensor's lesser accuracy than the wireless 
dry EEG monitoring device [25]. Consequently, this study 
harnessed the capabilities of a wireless dry EEG sensor to 
explore the nuances in EEG signals among individuals 
with ASD across various emotional experiences. 

2. METHODOLOGY 

This study was divided into four domains: EEG signal 
acquiring, EEG signal preprocessing, EEG signal features 
extraction, and EEG signal classification. There are a few 
main stages to analyze subjects' EEG signals in this study 
in a different emotion. Firstly, a wireless EEG monitoring 
device – MUSE 2- was used to acquire the subjects' EEG 
signals. Then, the EEG signals were re-referenced to an 
average mastoid and filtered using a Butterworth filter with 
a bandpass of 0.1 Hz to 45 Hz before a 50 Hz notch filter 
was applied to remove the noise from the power supply. 
After preprocessing the EEG signals, a feature extraction 
technique was applied to extract the important features. 
The essential elements will used for emotion classification 
by using machine learning methods. To gauge the 
effectiveness of the emotion classification module, the 
accuracy of the trained model underwent evaluation. 
2.1 Acquire Raw EEG Data 
The wireless EEG monitoring device (MUSE 2 from 
InteraXon Inc.) was used in this research to measure the 
brainwaves of autistic patients, such as Alpha, Beta, Theta, 
Gamma, and Delta waves. In addition, the sensor is also 
able to measure heart rate (PPG + pulse oximetry), body 
position (accelerometer), and breath rate (PPG + 
gyroscope). Figure 1 shows the location of the electrodes 
in MUSE 2 and MUSE EEG headset electrodeposition. 

The TD group is defined as people functioning well in 
physical, cognitive, social/ emotional, and communication 
[26]. All TD participants in this study had fine motor skills, 
mental ability, and articulateness, and they did not face any 
emotional difficulty. 

The EEG signals were recorded using four electrode 
pads, TP9, AF7, AF8, and TP10, with Fpz as a reference. 
In a previous study [27], Gamma waves at TP9 and TP10 
significantly changed when emotion changed. Gamma 
waves at TP9 and AF7 will substantially differ between 
neutral and fear. Meanwhile, there were also significant 
differences when participants' feelings changed from 
neutral to disgust for TP10 and AF8.  

All subjects used the same device to record the EEG 
signal to ensure the reliability of the result. In addition, the 
participants were requested to watch their favorite video 
based on a survey form filled out by participant parents and 
therapists to stimulate and investigate the positive 
emotions and collect the emotion data. The facial emotion 
of each participant was observed, and the recorded outputs 
were based on the facial emotion expression. In addition, 
the subjects were asked to fill out the survey form to 
understand their favorite things, hobbies, daily habits, 
dislike of objects, and how to console autistic patients. The 
positive emotion data collection will be conducted twice to 
ensure the consistency of the dataset. Before data 
collection, the headband was worn tightly on the subject 
head but did not cause any discomfort to the subjects. 

Table 1 indicates the characteristics of volunteer 
demographics in this study. To eliminate the effect of 
gender and age on machine learning accuracy, we selected 
the same number of male and female volunteers. We 
controlled the age of volunteers for the ASD and TD 
groups. 
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The subjects were requested to watch a 10-minute 
favorite video to stimulate positive emotion (joy and 
happiness) [34] until 500 positive emotion outputs for each 
subject. If the dataset is not enough 500 positive emotions  
for the participant, watching another joyful video is 
necessary. To confirm the accuracy of the data label, an 
experienced ASD therapist monitored the subject while 
paying close attention to their feelings. The therapist will 
cease collecting and classifying EEG data if an emotional 
change occurs, which also applies to other emotions. After 
collecting the positive emotion EEG signal data, the 
subject collected the neutral emotion (bored) [28] signal 
data after one hour's rest.  

Next, the subjects requested to watch 10 minutes of 
boring or not exciting videos based on the survey form 
(prevent emotional fluctuation) to collect 500 neutral 
emotion outputs. After neutral emotion data collection, the 
above steps were repeated by replacing boring videos with 
sad or disliked videos based on the survey form, and the 
negative emotions (fear, anger, sadness, and disgust) [28] 
in the dataset were produced. The number of EEG signals 
for each emotion used to train the machine learning will be 
controlled to precisely 500 signals (the train model will use 
400, and others will used for the test model).  

2.2 EEG Signal Preprocessing 
Before delving into feature extraction and emotion 
classification, the EEG signal data underwent rigorous 
preprocessing facilitated by a noise filter to eliminate 
interference. With MUSE 2 headbands, researchers can 
access preprocessed or raw EEG signal data. MUSE 2 
boasts an impressive output sampling rate 256Hz with a 
mere 2uV (RMS) noise level. To achieve a pristine signal 
free from disturbances and optimized for computational 
efficiency, various techniques, such as employing an 
onboard driven right leg (DRL) between the Fpz electrode  

Figure 2. Data Preprocessing Flow for EEG Signal 
Acquisition 

and frontal electrode, utilizing active noise filtering, or 
employing effective noise cancellation mechanisms, were 
explored. A feedback circuit (DRL) was meticulously 
engineered to ensure optimal skin contact with the EEG 
electrode, consequently minimizing electrode noise. 
Figure 2 illustrates the meticulous data preprocessing flow 
it was adopted during the data acquisition phase. 

Preprocessing raw EEG signals to eliminate noise 
comprises several meticulous steps. Initially, BlueMuse 
imports the raw EEG data from the Muse 2 headset to a 
laptop buffer, discarding the initial and final 100ms due to 
the device's mean lag. Subsequently, irrelevant signals 
such as gyroscope readings, eyeblinks, missing data, or 
heart rate artifacts were filtered out, and the EEG signals 
were down-sampled from 256Hz to 128Hz. A Butterworth 
bandpass filter is applied to refine the data, with cutoff 
frequencies set at 0.5Hz and 45Hz to remove muscular 
movements, heartbeat, or eyeblink interference. 
Additionally, a 50Hz-notch filter eradicates line noise from 
the power source or battery. Channels were scrutinized for 
noise, and any channel exhibiting high standard deviation 
was eliminated. Outlier detection algorithms were 
deployed to identify and discard signals exceeding 
predefined thresholds tailored to specific participant 
groups. Finally, post-preprocessing, only 500 datasets per 
emotion and participant were retained for subsequent 
machine learning model training and testing. 

2.3 EEG Signal Feature Extraction 
The noise-free signal was acquired after the data 
preprocessing stage. Brainwave speed was measured in 
Hertz (cycles per second), and they were divided into 
bands delineating slow, moderate, and fast waves. There 
are five EEG bands, which are delta (0–4 Hz), theta (4–8 
Hz), alpha (8– 12 Hz), beta (12–30 Hz), and gamma (30-
42 Hz), but these band definitions will differ between 
research [28, 29, 30]. These frequencies represent different 
functions and states of the brain. Other states have specific 
cortical topography, processes, and physiology [31]. 
Several feature extraction methods were used to extract 
essential features, such as t-test, Chi-square, principal 
component analysis (PCA), and ReliefF. 

2.3.1 T-Test 
A t-test is one of the standard statistical analysis methods 
used to identify the differences between two data sets. The 
t-test is also a hypothesis test that differentiates whether a 

Table 1. Volunteer Demographics Characteristic 
 

Demographic 
Characteristic 

Component TD ASD 

Gender Male 5 5 
Female 5 5 

 
Age 

Below 12 0 3 
12-18 2 2 
18-21 5 3 

Above 21 3 2 

 

 
Figure 1. (a) Location of electrodes in MUSE 2 sensor 

(b) MUSE EEG headset electrodeposition [33] 



Soh Ghee Hou et al. / ELEKTRIKA, 23(2), 2024, 1-9 

4 

set of scores is from a different population. There are three 
types of t-tests: the samples t-test, paired samples t-test, 
and one-sample t-test. In this study, a two-sample t-test 
was applied. The two sample T-value was represented by 
t, and the formula is as follows: 
 

𝒕𝒕 =  𝝁𝝁𝝁𝝁−𝝁𝝁𝝁𝝁−∆
�𝜹𝜹𝜹𝜹
𝒏𝒏𝒏𝒏+

𝜹𝜹𝜹𝜹
𝒏𝒏𝒏𝒏

                                  (1) 

       
where μ1 and μ2 are the two samples' mean, respectively, 
δ1 and δ2 are the standard deviations for the two samples, 
and n1 and n2 are the two samples' sizes, respectively. ∆ is 
the hypothesis difference between population means 
(hypothesis difference = 0 if testing for a population equal 
mean) [33, 34]. 

2.3.2 Principal Component Analysis 
Principal Component Analysis, or PCA, is a 
dimensionality-reduction approach for reducing the 
dimensionality of big data sets by converting an extensive 
collection of variables into a smaller set that maintains 
most of the information in the more comprehensive set 
[41]. 

PCA was based on this mathematical formula: three m 
x n matrices indicated by the letters y, x, and p. 

 
𝑦𝑦 = 𝑝𝑝𝑝𝑝                                         (2) 

       
where y represents the output matrix, x represents the input 
matrix, and p represents the projection matrix, each 
column representing a main component. 

 

Px = �

𝑝𝑝1𝑥𝑥1 𝑝𝑝1𝑥𝑥2 … 𝑝𝑝1𝑥𝑥𝑥𝑥
𝑝𝑝2𝑥𝑥1 𝑝𝑝2𝑥𝑥2 … 𝑝𝑝2𝑥𝑥𝑥𝑥

. . . .
𝑝𝑝𝑝𝑝𝑝𝑝1 𝑝𝑝𝑝𝑝𝑝𝑝2 … 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝

�            (3) 

       
This is the matric version of the equation. [35]. X 

represents columns of P projected to original data, and 
PmXn represents the inner product of standard Euclidean 
(m is row number and n is column number). 

2.3.3 ReliefF 
Relief algorithms are general and successful attribute 
estimators. They can detect conditional dependencies 
between attributes and provide a unified view of the 
attribute estimation in regression and classification. There 
were three types of relief algorithms: the basic relief 
algorithm [36], ReliefF [37], and RReliefF [38]. The basic 
Relief algorithm was used for binary classification, and the 
RReliefF algorithm was created by adapting RReliefF to 
continuous class (regression) issues. In this study, ReliefF 
was used to classify the emotions of the ASD group since 
ReliefF was an extension of Relief, which dealt with 
multiclass problems. 

2.3.4 Chi-Square 
The Chi-square statistic is a test that evaluates how well a 
model matches actual data. A chi-square statistic requires 
random, raw, mutually exclusive data from independent 

variables and a vast enough sample. The Chi-Square test 
of independence was used to see if two category (nominal) 
variables have a significant connection. The Chi-Square 
test of independence was used to see if two category 
(nominal) variables have a significant connection [39]. The 
following equation explains the working principle of the 
Chi-square: 
 

𝜒𝜒𝜒𝜒2 = � �(𝑂𝑂𝑂𝑂−𝐸𝐸𝐸𝐸)2

𝐸𝐸𝐸𝐸
�

∞

𝑛𝑛=1
                   (4) 

       
where c is the degree of freedom, O is the observed value, 
χc2 is the P-value, n is the data index, and E is the expected 
value. A higher X2 implies a stronger association between 
a feature variable and the target classes in this study. 

2.4 Emotion Classification 
After EEG signal feature extraction, the dataset was saved 
as an Excel file for further analysis using Python. The 
unwanted reading will be removed. The dataset is labeled 
based on the current emotion. In this experiment, 20 
parameters were collected, namely Alpha waves (TP9, 
TP10, AF7, and AF8), Beta waves (TP9, TP10, AF7, and 
AF8), Gamma waves (TP9, TP10, AF7, and AF8), Theta 
wave (TP9, TP10, AF7, and AF8), Delta wave (TP8, TP9, 
AF7, and AF8). Those features will pass into the machine 
learning module to classify the emotions of the ASD 
group. The machine learning module applied to classify 
the emotion is K-nearest Neighbor (KNN), Multinomial 
Logistic Regression (MLR), Naïve Bayes (NB), Random 
Tree (RT), Random Forest (RF), and Support Vector 
Machine (SVM). The machine learning algorithm will 
create a function to describe the relationship between input 
and output; thus, the system will generate the prediction 
through the function. The suitable algorithm and parameter 
need to be determined so the machine learning function 
won't create overfit or underfit output, which will generate 
inaccurate predictions. 

2.5 Model Validation 
In machine learning, evaluating the accuracy of the trained 
model was known as model validation with test data from 
the original dataset [40]. Some validation methods had 
been proposed after preparing sufficient testing set data for 
data validation, such as K-fold cross-validation, stratified 
sampling, and random sampling. In this study, K-fold 
cross-validation was used to identify the accuracy of the 
emotion classification model. 

2.5.1 K-Fold Cross Validation 
Rotation estimation or cross-validation is a technique to 
validate the machine learning model by reserving a 
percentage of data from the original dataset (split data) and 
using the reserved data to evaluate the trained model's 
accuracy [41]. The cross-validation function compares the 
accuracy or performance of different trained models. There 
are three main types of cross-validation techniques: K-fold 
cross-validation, bootstrapping, and leave-one-out cross-
validation. Meanwhile, K-fold cross-validation is 
widespread and is usually used for most research. 

The central concept of K-fold cross-validation is 
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randomly separating the original dataset into k number of 
equal-size instance groups (folds). One-fold was left out as 
a training set, which was used to train the machine learning 
model, while the other fold will be used to test or evaluate 
machine learning model performance. Repeat this process 
k times until all folds are used as the test or train datasets. 
Finally, all folds of the dataset performance measures are 
average to evaluate the algorithm's ability to solve the 
problem.  

3. RESULT AND DISCUSSION 
The t-test approach decreased the number of 
characteristics from 20 to 13. The features from the data 
shown to be statistically distinct were then subjected to the 
feature selection approach (RELIEF, PCA, and Chi-
square). Table 2 provides an overview of the features 
chosen for the ASD group's emotion classification module, 
and Table 3 indicates the TD group emotion classification 
with an optimized feature number. 

Selecting EEG sensors and measurement techniques for 
emotional analysis in ASD is intricate, particularly in 
studies involving multiple variables. Given the complexity 
of data analysis, diverse options are available regarding the 
physical principles governing signal recording and 
physiological parameters. These options offer substantial 
avenues for evaluating emotional classification in ASD 
patients [32]. 

Based on Table 5, the overall accuracy of the TD group 
emotion classification model is higher than that of the ASD 
group. The highest accuracy of the TD group emotion 
classification model is Random Forest with Chi-Square as 
feature selection. The high accuracy is due to the TD 
group's more significant and accessible emotions. The TD 
group has fewer emotional fluctuations than the ASD 
group. Therefore, the accuracy of the TD group is higher 
than that of the ASD group. 

The availability of various measurement technology 
options, especially EEG sensor technology, created more 
opportunities for analyzing gamma and beta bands. 
However, noticeable methodological challenges were 
encountered during emotional recognition, which could be 
attributed to the dataset's ununified conception [33], and it 
was solved by adjusting the control group sizes, 
experimental time, and compositions based on the data 
samples. Analysis techniques and signal processing are 
also crucial in determining the sensors and methods of 
measurement [38]. 

The EEG data were obtained under relaxed conditions 
with eyes either closed or opened during object recognition 
or sleep through video or audio tasks [39]. Though the 
findings are variable, the following generalizations can be 
inferred: emotional connectivity in ASD patients is due to 
long-range connections in the alpha-band between the 
amygdala and the frontal lobe regions [42].  

Therefore, research findings support the under-
connectivity theory of autism spectrum disorders. The 
research's functional connectivity established a 
consistently increased short-range connectivity in the 
alpha band and long-range connectivity in the beta band 
[40]. These findings show the potential and reasonable 
utility of integrating functional connectivity measures for 

ASD emotional classification. 

3.1 Cross-Validation 
Fivefold cross-validation was utilized in this study to 
determine the efficacy of the emotion classification model 
for the ASD group. In general, the training data and testing 
data will be split into K pieces. In this study, we set K to 5, 
splitting the data into five folds after all participants' data 
was merged. All participants' training data was analyzed, 
and the accuracy of the emotion classification model was 
calculated using this method. With 5-fold cross-validation 
training and testing data for the emotion recognition 
dataset, the results of the average classification accuracy 
for both models are shown in Table 4 and Table 5.  

It is clear from the results that the SVM model 
outperforms the other classification models in terms of 
classification accuracy for training-testing data with an 80-
20 split. Apart from the classification model using NB, it 
is also evident from the results that the feature extraction 
method using the T-test will yield the best results, 
demonstrating that removing the undesirable features from 
the dataset facilitates the selection of the best features and 
boosts accuracy.  

The SVM model using t-test feature extraction for 5-
fold cross-validation samples produced an astounding 
74.1% classification accuracy with an average of 13 
features for the EEG dataset. If adequate training data were 
provided, the t-test would have good adaption-generating 

Table 2. Optimized features number for ASD group 
emotion Classification 

Module Original ReliefF Chi-
Square 

T-
Test 

PCA 

Features Number 20 16 15 13 11 

Table 3. Optimized features number for TD group 
emotion Classification 

Module Original ReliefF Chi-
Square 

T-
Test 

PCA 

Features Number 20 11 9 10 7 

Table 4. Model accuracy of the different models on 
different emotion classification modules for the ASD 

group 
Feature Selection KNN MLR NB RT RF SVM 

Original 62.8 59.5 40.4 60.2 66.8 66.4 
Chi-Square 63.0 57.9 43.3 59.7 66.7 66.3 

T-Test 69.1 60.4 36.2 66.4 71.2 74.1 
ReliefF 60.9 58.4 45.2 59.7 65.8 64.6 

PCA 63.0 55.2 51.3 55.7 63.6 65.3 

Table 5. Model accuracy of the different models on 
different emotion classification modules for the TD 

group 
Feature Selection KNN MLR NB RT RF SVM 

Original 86.3 52.3 50.4 86.4 88.8 86.6 
Chi-Square 91.4 63.4 44.8 86.7 89.8 77.8 

T-Test 86.3 47.9 42.0 86.2 88.0 77.6 
ReliefF 86.3 58.2 42.0 86.3 89.0 87.6 

PCA 86.3 53.8 50.9 84.3 87.5 86.0 
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capabilities and could choose the ideal number of features. 
The outcome supports the need for appropriate training 
data when selecting the best features from the dataset. 
 

Figure 3. Confusion matrix for SVM classifier with all 
features 

3.2 Confusion Matrix 
A confusion matrix was employed to assess each class's 
sensitivity to the impact of EEG signals on the accuracy of 
emotion classifiers. Figure 3 and Figure 4 represent the 
result of the confusion matrix of SVM with all features and 
t-test feature selection, respectively. As per Figure 3, the 
probability of the SVM model misclassifying positive and 
negative emotions is higher than neutral. Meanwhile, 
Figure 4 shows that the likelihood of misclassifying 
negative emotions is lower than positive and neutral ones. 

3.3 Accuracy Verification Indexes 
The accuracy verification index employed in this 
investigation was Macro F1. The macro version of the F1-
score accuracy verification index, utilized for multiclass 
and binary classification, is called macro F1. The recall is 
the ratio of correctly retrieved samples to samples that 
were supposed to be retrieved.  
 

𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 =  𝑇𝑇𝑇𝑇
(𝑇𝑇𝑇𝑇+𝐹𝐹𝐹𝐹)

                       (5) 
         

Of all the instances the model obtained, precision is the 
proportion of relevant occurrences. 

 
𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 =  𝑇𝑇𝑇𝑇

(𝑇𝑇𝑇𝑇+𝐹𝐹𝐹𝐹)
                    (6) 

       
The F-score is a complete evaluation measure that 

considers both recall and precision. F-score: 
 
𝐹𝐹 − 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 = (1 + 𝛽𝛽²) ∗  𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 ∗ 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅

𝛽𝛽2∗(𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃∗𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅)
         (7) 

       
To maintain a balance between recall and precision, the 

value of β was set to 1, and the F1-score metric was 
adopted. Table 6 indicates the precision, recall, and F1-
score for the ASD emotion classification model using the 

ASD group test dataset in this study.  
 

 
Figure 4. Confusion matrix for SVM classifier with t-test 

RF has the highest recall of these emotion classifiers, 
with a recall of 0.701, indicating a higher percentage of 
accurate prediction. MLR, on the other hand, has the 
lowest recall (0.582), which suggests that the retrieval is 
only partially correct. 

SVM has the greatest F1-score (0.695), whereas MLR 
has the lowest (0.582). The final metric, the F1 score, 
combines recall and accuracy; a high F1 score indicates 
minimal false positives and false negatives. The model is 
a complete failure with a score of 0, while the perfect F1 
score is 1. 

Table 7 indicates the recall, precision, and F1 of TD 
group emotion classification with the ASD group test 
dataset. Overall evaluation performance for the ASD test 
dataset is less than 50%, lower than the ASD emotion 
classification model. Thus, the TD group's emotion 
classification model was not used for ASD group emotion 
prediction. 

Performance measures with greater percentage values 
indicate a better model. The performance measures climb 
as more picked samples were successfully identified. In 
this study, we found high F1 scores and accuracy, which 
can inform others about the optimal algorithms for testing 
ASD people. 

Accurate detection of emotional behavior is pivotal in 
diagnosing autism spectrum disorders (ASD). Despite its 
importance, limited techniques hinder scientific progress 
in emotion classification. Consequently, the healthcare 
sector, particularly in specialized care like autism, must 
integrate technological solutions like wireless EEG 
monitoring devices for improved ASD diagnosis and 
treatment. [38]. The use of wireless EEG monitoring 
devices in the classification of emotions has proven to be 
an effective way of boosting logical decision-making, 
human interaction, and perception and improving the 
human intelligence of special-care patients. The research 
has also established that integrating EEG in emotion 
recognition and classification has positively impacted the 
development of wireless consumer-grade wearables 
systems [32]. 
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SVM was commonly used for autism data analysis 
because of its versatility in handling nonlinear data. The 
statistics show that the SVM's accuracy varied from 64.6 
to 74.1 percent. Several approaches can be used to improve 
accuracy. The SVM method was used in prior work [33] to 
increase the patients' categorization accuracy using the 
entire Autism Brain Imaging Data Exchange (ABIDE). 
The study includes gathering information from 501 autistic 
participants. The top 1000 attributes from the initial 
functional connectivity features were selected using the 
SVM method. Finally, the training was done with the help 
of a stacked sparse autoencoder with two hidden layers for 
extracting the high-level latent data and complicated 
attributes from the initial features. The optimal features 
were fed into the classifier. Because of its ability to deal 
with nonlinear data, SVM was widely utilized for 
analyzing autism-related data. 

However, SVM can be disadvantageous because of the 
difficulty of choosing the suitable kernel function. In the 
case of nonlinear data, selecting the appropriate kernel 
function can be complex. Many support vectors need to be 
generated if the dimension of the cardinals increases. As a 
result, the training speed also decreases significantly. The 
requirement for extensive memory is another disadvantage 
of SVM. Algorithm complexity is also high for this 
algorithm. The users require substantial memory to store 
information regarding the support vectors. The number 
increases abruptly with the training data set. 

This study underscores the efficacy of the t-test in 
eliminating extraneous features and selecting traits 
exhibiting substantial differences. Utilizing the t-test was 
advocated to prune redundant features and enhance the 
accuracy of the machine learning model employed for 
emotion classification within the ASD group. 

In a previous study [43], the accuracy of the emotion 
classification for the typically developing (TD) group 
provided 82.27% for eight different emotion states, using 
KNN as a classifier. The accuracy of the emotion classifier 

for the TD group was much higher than that of the ASD 
group because the ASD group had difficulty performing 
facial expressions. Thus, increasing the number of 
sampling data for each ASD participant will improve the 
accuracy of the emotion classification model. 

Table 8 summarises the emotion classification results 
for different emotions in the ASD group. Most previous 
works focus on either the TD group with wireless EEG 
monitoring devices or the ASD group with clinical EEG 
monitoring devices. To prior studies, no previous studies 
have focused on ASD group emotion classification 
utilizing wireless dry EEG monitoring devices. This study 
aims to establish frameworks and guidelines for ASD 
emotion classification through wireless dry EEG monitor 
devices. 

Clinical EEG monitoring devices are commonly 
regarded as offering superior accuracy compared to 
wireless dry EEG monitoring devices. In a seminal study 
[44], the author utilized a dataset consisting of 12 ASD 
EEG recordings and 87 TD group EEG recordings to train 
the Lagrange Support Vector Machine (LSVM). The 
findings revealed an exceptional accuracy exceeding 
98.6% for classifying positive and negative emotions. 

On the other hand, this study's accuracy (74.1%) is close 
to that of a previous study [53], but this study was 
conducted on the TD group. The low accuracy is due to the 
data label's accuracy for the training dataset. However, the 
accuracy of the TD group in this study is higher than that 
of the study [53], which used Chi-Square to remove 
unnecessary features. 

To further improve this study's results, 
electrooculogram, electrocardiogram, and 
electromyography should be considered features of the 
emotion classification model.  

Table 6. Precision, recall, and F1 of the different 
emotion classification modules (ASD module, t-test) 

for the ASD group test dataset 
 

Classifier Precision Recall F1 
KNN 0.687 0.686 0.670 
MLR 0.582 0.618 0.582 
NB 0.585 0.616 0.600 
RT 0.660 0.670 0.656 
RF 0.705 0.701 0.684 

SVM 0.697 0.698 0.695 

Table 7. Precision, recall, and F1 of the different 
emotion classification modules (TD module, Chi-

Square) for ASD group test dataset 
 

Classifier Precision Recall F1 
KNN 0.37 0.477 0.371 
MLR 0.379 0.478 0.389 
NB 0.428 0.400 0.402 
RT 0.385 0.422 0.395 
RF 0.388 0.489 0.378 

SVM 0.409 0.494 0.384 
 

Table 8. Comparison with the related works 

 
Method Stimulu

s 
No. 

Voluntee
r 

Emotion Accuracy 

Clinical 
EEG 
 [46] 

IAPS 21 (TD) calm, scared, 
sad, happy 

58% SVM 
55% KNN 

Clinical 
EEG 
 [47] 

video 25 (TD) positive and 
negative 

57% QDA 
62% KNN 

Clinical 
EEG 
[48] 

video 32 (TD) 11 different 
emotions 

82% SVM 
74% MLP 
58% KNN 
76% MMC 

Muse 
2[49] 

music 27 (TD) happy, 
angry, sad, 

relax 

81% MLP 
79% RF 

 
Clinical 

EEG 
[45] 

video 99 (ASD 
+ TD) 

positive and 
negative 

98.6% 
LSVM 

Clinical 
EEG 
[44] 

video 12(ASD) positive and 
negative 

85.5% 
LSVM 

Clinical 
EEG 
[50] 

video 12 (ASD) positive and 
negative 

98.5% KNN 

Our 
Work 

video 10(ASD) Positive, 
neutral, and 

negative 

74.1% SVM 
(t-test) 
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4. CONCLUSION 
The neurophysiological analyses conducted in this study 
revealed a significant correlation between human emotions 
and EEG signals, particularly emphasizing the 
involvement of key brain regions such as the frontal lobe 
and the amygdala in emotional processing. Notably, the 
study highlighted a predominance of emotional activations 
within the frontal scalp compared to other brain regions, 
including the occipital, temporal, and parietal lobes. 
Furthermore, the research introduced a novel approach to 
enhance the accuracy of emotion classification models for 
individuals with ASD by extracting pertinent features. 
Utilizing the T-test methodology, critical features were 
identified and incorporated into the emotion classification 
model, resulting in a notable improvement in accuracy 
from 66.4% to 74.1% with SVM. Among the array of 
machine learning methods explored, SVM and RF 
emerged as the top performers for emotion classification 
within the ASD group. 
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